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Abstract—Wireless sensor and actuator networks (WSANs) refer to a group of sensors and actuators linked by wireless medium to perform distributed sensing and acting tasks. Being reactive systems, quite often WSANs are programmed by Event-Condition-Action (ECA) rule-based languages. Because of potential interactions among the rules themselves and their surprising effects on the system behaviour, it is quite difficult to ensure a safe behaviour of a WSAN at design time. This paper proposes a semantic-driven approach for modeling, checking and executing ECA rule-based WSANs. The approach can be considered uniform since any of the previous phases works on a common ontology-based WSAN model integrating and linking three different system views: the static one (i.e., sensor and actuator types in the WSAN, description of its environment, deployment information etc.), the dynamic one (i.e., a set of ECA rules programming the given WSAN) and the behavioural one (i.e., a finite state machine (FSM)-based representation of the WSAN behaviour w.r.t. the given dynamics). We show how the proposed approach provides an agile verification of system properties involving (and also mixing) static, dynamic and behavioural concepts. In particular, with regard to the behavioural view, we will focus on properties like consistency, correctness and termination. In order to better explain our approach, we present a home automation case study.

I. INTRODUCTION

With the rapid advancement in wireless communications technology and micro-electromechanical systems technology, the wide deployment of large-scale wireless sensor networks (WSNs) has been made possible [1]. Due to their features of reliability, accuracy, flexibility, cost-effectiveness and ease of deployment, WSNs are used in a wide range of applications (e.g., environment monitoring, health care, etc.). At the same time, there are an increasing number of applications that require the use of actuators along with sensors [2]. This occurs when the network system needs to interact with the physical system or the environment via actuators. Actuators transform an input signal into an action upon the environment. Typical examples of actuators are robots, electrical motors, and humans. For these reasons, wireless sensor actuator networks (WSANs) are emerging as the next generation of WSNs [2].

WSANs refer to a group of sensors and actuators linked by wireless medium to perform distributed sensing and acting tasks [3]. Differently from WSNs, WSANs are capable of changing the environment and physical world. More precisely, sensor nodes are used to gather information from the environment, and actuator nodes are used to change the behavior of the environment [2]. WSANs behave like reactive systems and, for this reason, Event-Condition-Action (ECA) rules-based languages are often used in order to program them. On the one hand, ECA rules provide for high-level and flexible description for WSANs; on the other hand, it is well known that ECA rule-based programming is an error-prone process [4], due to the possibility of complex interactions among rules. Very often such interactions introduce, in the system dynamics, behavioural errors which are often detected only at run time (i.e., when a WSAN has been already programmed and deployed).

For this reason various formal methods have been suggested (e.g., [4] approaches based on Petri Net (PN) [5], SMV [6] and SPIN [7]). However, they have not been tailored to the context of WSANs.

Contribution of the paper. This paper aims to contribute in this direction, proposing a semantic-driven approach for modeling, checking and executing ECA rule-based WSANs. The approach can be considered uniform since any of the previous phases works on a common ontology-based WSAN model integrating and linking three different system views: the static one (i.e., sensor and actuator types in the WSAN, description of its environment, deployment information etc.), the dynamic one (i.e., a set of ECA rules programming the given WSAN) and the behavioural one (i.e., a finite state machine (FSM)-based representation of the WSAN behaviour w.r.t. the given dynamics). We show how the proposed approach allows us an agile verification of system properties involving (and mixing) static, dynamic and behavioural concepts. On the one hand, the type of proposed approach presents numerous benefits arising from the ontology features (e.g., interoperability, knowledge reuse and information integration with automatic validation). On the other hand, the integration of static, dynamic and behavioural aspects implements a monolithic model that reduces inconsistency problems. Furthermore, relating ECA rule semantics to that one of FSM-based models, widely used for verification and execution, we obtain a framework supporting both compilation-time analysis and run-time enforcement of coordination of rules.

A uniform ontology-based model integrating dynamic and behavioural aspects of a WSAN also allows us to analyze the system outcome after its execution. For instance, it would be possible to run queries for extracting information about “which
rules have been fired in which states”, “what the emergent behaviours of the whole system have been ’ ’, as well as statistics concerning system rules and states. Ontology features make such functionalities dynamic and modular. Furthermore, the behavioural component in the semantic model can drive both the execution/simulation phase and also the debugging one of the modeled system.

**Plan of the paper.** The remainder of the paper is structured as follows: Section II presents a review of the literature concerning the topics addressed in this work. Section III provides a description of the proposed approach. Section IV illustrates how the proposed approach can be useful for designing and programming a home automation WSAN, ensuring its behavioural “correctness” at design time. Finally Section V provides a conclusion and outlines future work.

II. SEMANTIC APPROACHES FOR WSANs AND REACTIVE RULES IN LITERATURE

In general, expressiveness requirements in reactive system representation include the ability to represent hierarchical structures, complex relationships among context instances and complex definitions based on simpler ones, usually using restrictions that may be spatial or temporal [8]. Ontologies have shown to be one of the most promising tools to achieve these goals, since they provide a way to represent and share knowledge by using common vocabulary, to separate declarative and procedural knowledge, to make information machine readable and processable, as well as to derive implicit information from explicit context data. In a scenario characterized by heterogeneous devices connected together into a network, ontologies are becoming widely used to describe the domain and achieve efficient interoperability of information system [9], [10].

There is a broad variety of ontologies and vocabularies to model WSANs and, more in general, domotic/ambient intelligence systems.

A first example is found in [11], where an ontology is implemented for both formally expressing the domotic environment (e.g., sensors, gateways and network) and providing reasoning mechanisms. This reasoning allows to supports automatic recognition of device instances and to verify the formal correctness of the model. The DogOnt ontology supports device/network independent description of houses, including both controllable and architectural elements. It is currently adopted to provide house modeling and reasoning capabilities to a domotic gateway called DOG (Domotic OSGi Gateway), a coordination framework for supporting dynamic module activation, hot-plugging of new components and reaction to module failures [11]. The combination of DOG and DogOnt supports the evolution of domotic systems into IDEs by providing means to integrate different domotic systems, to implement inter-network automation scenarios, to support logic-based intelligence and to access domotic systems through a neutral interface. In this context, a third component of DogOnt, namely DogOnt queries supports runtime control of the IDE.

Within DomoML, DomoML-env is a vocabulary through which is possible to define physical resources of a domestic environment [12]. Resources are described through a standardized mark-up language based on RDF/XML, which any appliance constructor (or integrator) can use to describe and represent its own products. The adhesion to the DomoML-env can guarantee to different constructors that their appliances will be able not only to communicate with other DomoML-env compliant devices, but also to share semantics mainly about their functionalities, and interoperate on more complex integrated operations.

A previous work with relevant objectives about pervasive computing is the SOUPA Project [12], where a Standard Ontology for Ubiquitous and Pervasive Applications (SOUPA) is defined and expressed using the Web Ontology Language (OWL). It includes modular component vocabularies to represent intelligent agents with associated beliefs, desires, and intentions, time, space, events, user profiles, actions, and policies for security and privacy [13].

In [14] an ontology for enabling Ambient Intelligence in a Smart Building, named BOnSAI (Smart Building Ontology for Ambient Intelligence), is proposed. The ontology extends and benefits from existing ontologies in the field, but also adds classes needed to sufficiently model every aspect of a service-oriented smart building system. There exist already domain-independent upper ontologies (not officially proclaimed standards yet) that enable the vision of Semantic Web services. The ontology is domain-dependent and specializes such ontologies in order to model the domain-specific concepts of the Ambient Intelligence application.

Most of the above ontologies are used only for integration over various domains. Furthermore, any of them provides a semantic model of the system focusing only on its static features (e.g., system and context components, deployment information, etc.). They ignore dynamics and behaviour, two aspects of WSANs - and in general of reactive systems - that should be taken into account already during the modeling phase. In fact, being reactive systems, WSANs can employ the ECA rule-based programming mechanism [15], increasing the difficulty to predict and analyse the WSAN behaviour because of the ability of rules to interact with each other. Particularly in IoT area, the rules that govern the relations between sensors and actuators can lead to highly distributed collaborative applications. It follows that run time coordination and formal analysis for WSANs becomes a necessity to avoid side effects mainly when applications are critical.

Reaction rules constitute a promising approach to specify and program reactive systems in a declarative manner [16]. In particular, they provide the ability to reason over events, actions and their effects, and allow detecting events and responding to them automatically. A great variety of approaches have been developed for reaction rules, which have for the most part evolved separately and have defined their own domain and platform specific languages [17], [18], [19]. Novel semantics are being devised, including for the Logic-based
agent and Production System language (LPS) and KELPS [20].

In [16] the authors address the Reaction RuleML subfamily of RuleML and survey related work. Reaction RuleML is a standardized rule markup/serialization language and semantic interchange format for reaction rules and rule-based event processing. Reaction rules include distributed Complex Event Processing (CEP), Knowledge Representation (KR) calculi, as well as ECA rules, Production (CA) rules, and Trigger (EA) rules.

Reaction RuleML provides several layers of expressiveness for adequately representing reactive logic and for interchanging events (queries, actions, event data) and rules. The first level defines general concepts (e.g., space, time, event, action situation, process, agent, etc.) in a modularized ontological top-level structure, with a left to right vertical order in the top-level ontologies. For instance, the concepts and relations for time and space are used in the event and action ontology, which is employed in the situation ontology etc. These general concepts defined in the top-level ontologies can be further specialized with existing domain ontologies and ontologies for generic tasks and activities (e.g., situation processing, processes/workflows, agents including their pragmatic protocols, etc.). The application ontologies specialize these domain and task concepts w.r.t. a specific application, often on a more technical platform specific level. The second level defines the event, action, and interval algebra operators for complex events, actions, and intervals as well as other semantic concepts in the respective ontologies.

In [21] the authors propose an ontology-based approach for describing (reactive) behavior on the Web and evolution of the Web that follows the ECA paradigm: MARS is a modular framework for composing languages for events, conditions, and actions by separating the ECA semantics from the underlying semantics of events, conditions and actions. This modularity allows for high flexibility w.r.t. the heterogeneity of the potential sublanguages, while exploiting and supporting their meta-level homogeneity on the way to the Semantic Web.

A markup proposal for active rules can be found already in RuleML [22], but it does not tackle the complexity and language heterogeneity of events, actions, and the generality of rules, as described here. The RDF level of rules provides the base for reasoning about rules. Using the above ontologies, every rule is interpreted as a network of RDF resources of the contributing ontologies (ECA, event algebras, OWLQ specifications, application domains etc.). RDF/OWL reasoning can be applied for analysis of structural correctness, safety of variables and evaluation order.

III. ONTOLOGICAL APPROACH

In this section the ontological approach to build a uniform three-view model of a WSN is presented. Such an approach aims at providing a combined semantic description of static, dynamic and behavioural aspects of the system, so that supporting querying and reasoning mechanisms for the formal verification of static and behavioural correctness of the system. In order to build such an ontological framework, the description of static, dynamic and behavioural aspects is required.

A. Ontology architecture

In our approach, the ontology includes:

- a formal description $O_1$ of static aspects of the system;
- a formal description $O_2$ of the system dynamics as a set of ECA rules;
- a formal representation $O_3$ of the system behaviour as a finite state machine FSM (according to the static aspects of the system in $O_1$ and the set of ECA rules in $O_2$).

The details are given below:

- $O_1$ describes the declarative part of the system, i.e. concepts like sensors and actuators and their mutual properties and relationships, the deployment context of the devices, etc. For this purpose we can exploit and combine suitable ontologies like SSNO [23] and DogOnt. The values that sensors and actuators can assume, belong to finite sets. For instance the boolean set or a finite integer set. Real numbers are also represented by a finite set of values.

- $O_2$ conceptualizes the system dynamics expressed by an ECA rule set. It formalizes concepts like event, condition and action. A specific ECA rules-based program is a set of $O_2$ instances. System invariances are expressed as ECA rules with no actions. The MARS ontology can be used for this purpose [24]. In particular, conditions are conceptualized as predicates including functions operating on finite domains, comparison and boolean operators, while actions are modeled as sets of assignments to labels representing actuators. Assignments are executed in an atomic way. The assigned values are expressions evaluated using the labels of sensors and actuators.

- $O_3$ conceptualizes the system behaviour (w.r.t. the dynamics described in $O_2$) expressed as a finite state machine (FSM). The possibility to exploit the FSM formalism follows by the assumption that all domains are finite. In detail, we take into account the State Chart extensible Markup Language (SCXML) [25]. Hence, $O_3$ provides a suitable conceptualization of SCXML and the system behaviour is represented by all $O_3$ instances. Such instances are calculated generating all admissible system states (i.e., tuples that verify all system invariances) and all possible state transitions fired by any ECA rule in $O_2$. SCXML is an XML-based markup language that provides a generic state-machine based execution environment based on Harel statecharts [26]. On the one hand, the conceptualization of SCXML in $O_3$ gives us directly the conceptualization of a system behaviour as a FSM. On the other hand, the executable nature of SCXML give us a mechanism to simulate and execute the system described in $O_1$ and programmed in $O_2$ by executing the corresponding $O_3$ instances through a SCXML interpreter.
B. Ontology instantiation

For what concern \( O_1 \) and \( O_2 \) the procedure is simple. The instances of \( O_1 \) are exactly the specific devices (sensors and actuators) and context elements of the specific WSAN, while the instances of \( O_2 \) are the ECA rule set representing specific functionalities of the given system.

For what concern \( O_3 \) we need to generate all possible states and transitions describing the behaviour of the specific set of ECA rules in \( O_2 \) related to a specific functionality of the system in a corresponding FSM.

For this purpose, an incremental approach is followed. First of all, we generate the set of all possible admissible states that satisfy all invariances of the system. Then, the set of all admissible transitions is created, i.e., all state transitions obtained applying ECA rules, guaranteeing specific properties (e.g., determinism, consistency, termination).

Details are described below.

1) State generation: The set of all possible admissible states is generated, first calculating the cartesian product of all finite domains of sensors and actuators conceptualized in \( O_1 \), then selecting only those states verifying the system invariances in \( O_2 \). An admissible state is simply a tuple of values of the form \( \langle I, O \rangle \), where \( I \) is a vector of values of all sensors (input components) and \( O \) is a vector of values of all actuators (output components). If the vector \( I \) has \( m \) components, i.e. \( I = \langle i_1, ..., i_m \rangle \) and the vector \( O \) has \( n \) components, i.e. \( O = \langle o_1, ..., o_n \rangle \), then the number of all possible states is \( 2^{m+n} \). Applying the invariances we obtain the set of admissible states, let say of cardinality \( z \). We denote the set of all admissible states \( s_1, ..., s_z \) in \( S \).

2) Transition generation and property verification: The following algorithm is used to generate all the admissible transitions on the set of the admissible states w.r.t. the set of ECA rules in \( O_2 \). The algorithm can be described using a matrix \( z \times 1 \), where \( z \) is the cardinality of the set of all admissible states and where each row corresponds to a specific admissible state.

The generation procedure includes the verification of the following properties of the system: consistency, determinism and termination. The definitions of these properties have been adapted from [4].

A system satisfies the consistency property if its rules are not unused, incorrect, redundant and contradicting.

A rule is called unused if it can be never applied. A rule is defined incorrect if it can lead to a state that is outside the domain (i.e., a state that is not admissible for the system). Redundancy is the case where there are rules or chain of rules that are identical. The condition of these rules is always true for the same states and when applied lead always to the same state. A contradiction consists of a logical incompatibility between two or more rules.

Given an ECA rule \( r \) in \( O_2 \) (the following procedure must be repeated for all ECA rules in \( O_2 \)), we check the condition \( c_r \) of \( r \) for all states belonging to the matrix.

If the condition \( c_r \) can never be applied (for example, if \( t \) indicates a sensor temperature with range \( (0, 40) \) the condition \( t > 50 \) is not applicable), then the rule \( r \) is labelled as unused and is eliminated. Otherwise, i.e. if the set \( S' \) of all states \( s_i' \) satisfying the condition \( c_r \) has cardinality \( k \neq 0 \), then the action of \( r \) is applied to \( s_i' \) for \( i = 1, ..., k \), and for each \( s_i' \) the target state \( s_i' \) is generated. For all \( s_i' \) with \( i = 1, ..., k \), if exist some \( s_i' \notin S \), then the rule \( r \) is labelled as incorrect. Otherwise, the state \( s_i' \) is identified as the target state of the each \( s_i' \). For what concerns the redundancy property, it suffices to check whether for any rule \( r, w \), with \( r \neq w \), and for any \( s_i = s_i' = s_i'' \) satisfying condition \( c_r \land c_w \), the target state of \( s_i' \) coincides with the one of \( s_i'' \). In this case \( w \) (or \( r \)) is considered redundant. Similarly, a contradiction can be put in evidence checking for any rules \( r, w \), with \( r \neq w \), whether \( c_r = \neg c_w \) holds. Once cut off unused, incorrect, redundant and contradicting rules, an association between the ontological representation of any admissible ECA rule \( r \) and the source state \( s_i' \) is created.

Determinism. During the generation phase of the automaton, it could happen that more than one admissible target state is generated for a certain source state \( s_i \). It happens whenever there is at least two rule \( r, w \), with \( r \neq w \), such that \( s_i = s_i' = s_i'' \) satisfying condition \( c_r \land c_w \), and the target state of \( s_i' \) is different from the one of \( s_i'' \). This means that the determinism property of the system is denied.

In order to guarantee the determinism of the finite state machine, this kind of situation must be excluded. To solve this problem, at the end of the automaton generation procedure, all rows having two or more admissible target states are selected through the association with ECA rules in \( O_2 \). The selected set is made up of all those ECA rules denying determinism. If the user wants to eliminate an ECA rule in this set, the target states of those source states to which the ECA rule is applicable are eliminated.

Termination. The termination is defined as the property assuring that for all source states, the target state of the automaton becomes stable in a finite time. A stable state is a state whose target state is empty, that is to say the target state is not reached by applying an ECA rule to the source state. It is possible to move from this state only in consequence of an environment change (variation of sensor values).

For each state \( s_i \) having target state not empty, the not reflexive transitive closure \( cl(s_i) \) on the target state is calculated. For all \( s_i \) it must be \( s_i \notin cl(s_i) \).

If at least one \( s_i \) not satisfying this property exists, then the automaton has a cycle. The set of rules associated to the states involved in the cycle is selected for the user.

IV. HOME AUTOMATION CASE STUDY

Monitoring and automatic control of building environment is a case study considered quite often in the literature [27], [28]. Home automation can include the following functionalities: (i) heating, ventilation, and air conditioning (HVAC) systems; (ii) emergency control systems (home burglar security alarm, fire alarm); (iii) centralised light control; and (iv) other
systems to provide comfort, energy efficiency and security. In order to validate our approach we consider the home burglar security alarm system.

A security alarm system is designed to detect intrusion into a building or area. Security alarms are used in residential, commercial, industrial, and military properties for protection against burglary as well as personal protection against intruders. Home security systems work on the simple concept of securing entry points into a home with sensors that communicate with a control panel or command center installed in a convenient location somewhere in the home.

For our case study, we consider a security alarm composed by passive infrared detectors (PIRs). A PIR motion detector is one of the most common sensors found in household and small business environments. PIR sensors do not detect motion; rather, they detect abrupt changes in temperature at a given point. As an intruder walks in front of the sensor, the temperature at that point will rise from room temperature to body temperature, and then back again. This quick change triggers the detection.

We assume that a 360 Degree Passive Infrared Motion Sensor is placed on the ceiling of every room, and each room is completely covered by its sensor. In our example, the house has two rooms, a bathroom and a living room. In addition we assume that only one person lives in the house. The occupancy sensor placed in every room can be used for the intrusion detection but also for the light switch; we also hypothesize that in every room there is a lighting button to turn on and off the light manually (for example, when someone go to sleep).

The set of devices placed in the house is given by $D = \{L_m, L_l, L_s, B_m, B_l, B_s, B_a, L_w\}$, where $L$ defines the living room, $B$ defines the bathroom, the letter $m$ defines the PIR detector, a light sensor is denoted by $l$, a light switch is represented by $s$, a lamp actuator by $a$. For example the light sensor in the bathroom is labelled with $B_l$. The entrance is in the living room and from living room you can enter the bathroom through the door. In addition one warning alarm actuator $w$ is associated to the living room ($L_w$).

Firstly, the invariances of the system, i.e. all those constraints that are independent from the behaviour of the system, are defined. For this example, the following invariances are defined

1. $L_m, B_m[L_m = false \land B_m = true]\$
2. $B_m, L_m[B_m = false \land L_m = true]\$
3. $L_m[L_m = false \land B_m = false]\$
4. $L_m[L_m = true \land B_m = false]\$
5. $L_a, B_a[(L_a = true \lor B_a = true) \lor (L_a = false \land B_a = false)]$

The first constraint, for instance, states that if a person is inside the living room, and both occupancy sensors $B_m, L_m$ change value, then the person must have moved from the living room to the bathroom. The last axiom excludes the situation in which lights are on in both rooms. Then, the dynamic of the system is defined using the following ECA rules:

- Incorrect rule:
  - $L_m[B_a = true \land L_m = true]/L_a = true$
- Unused rule:
  - $B_m[L_a = true \land B_a = true]/L_a = false$
- Non termination (cycle):
  - $L_m[L_m = true]/L_a = true$
  - $L_l[L_l = true]/L_a = false$

The following rules can be introduced to avoid the previous situation:

- Redundancy rules:
  - $L_m[B_a = false]/B_a = true, L_a = false$
  - $B_m[B_a = false \land L_a = true]/B_a = true, L_a = false$

V. Conclusion

We proposed a semantic-driven approach for modeling, checking and executing ECA rule-based WSANs. The approach can be considered uniform since any of the previous phases works on a common ontology-based WSAN model integrating and linking three different system views: the static one (i.e., sensor and actuator types in the WSAN, description of its environment, deployment information etc.), the dynamic one (i.e., a set of ECA rules programming the given WSAN) and the behavioural one (i.e., a finite state machine (FSM)-based representation of the WSAN behaviour w.r.t. the given dynamics).

The proposed approach provides an agile verification of properties like consistency, correctness and termination, and
these properties can be defined in general for all systems. The SCXML is used during verification and execution phases.

In the future, we would like to allow the definition of new properties in a dynamic way, exploiting only query and reasoner-based methods (which are native in ontologies). For this reason, we are thinking about translating the verification procedure only in terms of SPARQL queries.

Moreover, if the approach is managed only with ontologies, it is possible to define and verify not only the generic properties considered in this paper, but also system-dependent properties (for instance, fault tolerance).
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